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AnHOTanusa

HaxkpbiTrst B COHOBHOM PACCMaTPUBAIOTCS B TEOMETPUN U AHAIU3E, U B HEKOTOPBIX CJIYUIasX
OHU HE 33JAI0TCS SBHBIM 00Pa30M. 3a/a49a ONpee/eHns HAKPbITHI B KOHKPETHON CHUTyaI[uu
SIBJTETCST OY€Hb BayKHBIM. HAKpBITHS BO3HUKAIOT B TEOPUU MHOTOOOPA3uii,B OCOOEHHOCTH B
CBsI3u ¢ cucreMamu ypasHernii. O HIM U3 JefICTBEHHBIX METO/IOB B 9TOM HAIIPABJICHUY SBJISIETCS
UCIOJIB30BAHKE TEOPEMbBI O HESIBHBIX (DYHKIIHSIX.

B macrosimeit cratbe MBI H3y9aeM 3TH BOIPOCHI BO TpeOyeMoM o0ImeM Buae. Takoi moaxo
MPUBOIUT TPODBIEMY K PACCMOTPEHUIO OCHOBHBIX MOHSTHUI, KOTOPbIE ObLIN U3Y9eHbl KIACCHKA-
MU MAaTEMATUKHU B HOCIEJIHUE JIBA CTOJIETHsI. DTUMU MATEMATHKAMU AHAJIU3UPOBAHBI OCHOBHbBIE
MOMEHTBI TEOPHUH, KACAIOIIHECs MOBEIEHUI0 MHOr000pa3nii MaJIbIX PA3MEPHOCTEH B MHOT00Opa-
3usx OosbIux pa3mepHocreil. Onpesesenne MOHATHST KPUBOU HA, TIJIOCKOCTH SBJISETCH SAPKUM
MIPUMEPOM TOTO, KAK MbI JTOJI2KHBI OTPEIEIUTH OCHOBHBIE TOHATHUS, C KOTOPBIMU MbI IMEEM JI€JTO,
9T00OBI 00ECIIEINTh HEOOXOAUMYIO CBOOOMLY MefiCTBHil, He yMaJisis MPH TOM HEeOOXOTUMOil 0OII-
nocru. Bdesenne KBaIpupyeMbiX KPUBbBIX JIA€T BO3MOXKHOCTb PA3BUBATH IIPUEMJIEMYTIO TEOPUIO
WHTErpUpOBAHUS B TJIOCKUX 00macTsx. OqHAKO, ITOTO HEIOCTATOYHO, K TTPUMEDPY IJIsT YCTAHOB-
sterusi reopeMbl OyOuHU B TOM OOITHOCTH, KOTOPAs PACCMATPUBAETCS B TEOPUU WHTETPUPOBAHUS
Jlebera. 31ech MbI HATAJIKMBAEMCS HA, OTPAHUYEHUST BHECEHHBIE MEPECEUICHUSIMUA MHOTO00PA3Us
¢ kpaem obmactu. IlosTomy, MIOZOTOBOPHYIO (POPMYIUPOBKY ITOM TEOpPEMBI MBI HAOIIOIaeM
JIMIIb B TEOPUHU WHTEPrpupoBanus Jlebera. 9To U eCTh OJWH U3 MHOXKECTBA BOIPOCOB, KOTPHIE
CBsI3aHbI C MOBEJIEHUEM MHOro0Opa3uil MaJibix pa3MepHocTeil. Mbl IOKa3blBaeM, KaK HY?KHO BH-
JION3MEHUTh HEKOTOPBIE MOHATHUSI, 9TOOBI TMPEOJOJeTh TAKUE TPYIHOCTH. MBI yCTAHOBIUBAEM,
910 0000IIEeHNE MOHATHS "HEABHOTO'MOBEPXHOCTHOIO WHTETPAjid B HEKOTOPOM, OTJIMYHOM OT
TPAJUIIMOHHHOTO B3TJIsi/ TIOHUMAHUH, [MO3BOJISIET YCTPAHUTH BO3HUKAIOIINE TPYIHOCTH U Pe-
IIIATH [OCTABJIEHHBIE 33/[a9l B JOCTATOYHON OOIIHOCTH.

B pabore Takum myThEM yIAeTCs CBECTH BOMPOC 00 OIEHKE YHCJIA JIMCTOB HAKPBITHIA, Ompe-
JIeTISIeMBIX CHCTEMaMU YPaBHEHUH, K HEKOTOPBIM METPUYECKUM 33/1a9aM T€PUH TOBEPXHOCTHBIX
HHTErpasoB.

Karoueevie ca06a: HAKPLITUSI, MHOPOOOPA3Me, CUCTEMbI Y PABHEHUH, YHCIIO JINCTOB, YKOPIAHO-
Ba 00J1aCTb.

Bubauoepagus: 15 HazBaHuUi.
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Abstract

The coverings are mostly used in geometry and analysis, and sometimes they are not given
explicitly. The problem on defining of covering in concrete situation is substantive. Coverings
arose in theory of manifolds, especially in connection with the system of equations. One of
powerful methods in this direction is a theorem on implicit functions.

In the paper we study these questions in a necessary general form. Such a consideration lead
the problems to the basic notions which were studied by classics of mathematics in last two
centuries. By him it was analyzed the main points of the theory on behavior of manifolds of less
dimensions in manifolds of higher dimensions. Defining of the notion of a curve in the plane is
bright example showing how we can establish suitable properties of objects we deal with to get
the necessary freedom of actions, does not avoiding simplest generality. Introducing of quadrable
curves makes possible to develop an acceptable notion of the integral in the domains on the
plane. But this is insufficient for establishing for example, the theorem of Fubini on repeated
integrals in that form as in Lebesgue’s theory. Here we rest to constraints brought by intersection
of manifold with boundary. The useful formulation of this theorem is possible to get only in
Lebesgue theory of integration. This is one of multiplicity of questions connected with behavior
of manifolds of less dimensions. We show how some notions of the theory must be modified to
avoid such difficulties. We establish that the generalization of a notion of "improper"surface
integral in some different from the ordinary meaning, makes possible solve the problem in
general.

In the prsent work we lead by such method the question on estimating of the number of
sheets of covering to some metric relations connected with surface integrals.
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1. Introduction

Let us consider two regular manifolds of equal dimensions M and N. Suppose that f: M— N is
some their map.

DEFINITION 1. This map is called a covering, if following conditions are satisfied:

1) the Jacobian of the map f is distinct from zero in every point of the manifold M;

2) for every point y € N there exists a neighborhood y € U C N such that the preimage
f~YU) € M consists of finite or denumerable family of non-intersecting domains

oy =viywrl--,

for which every map f : V; — U is diffeomorphism;

3) the manifold is covered by finite or denumerable family of such domains U.

The manifold N is called a base of the covering, and M is called to be space of the covering. In
the literature, an another definition equivalent to the introduced above is used. The condition a)
sometimes can be omitted, if differentiability of the manifold is not of interest.

In literature another equivalent definition of the notion of covering [1] is widely used. Consider
this definition.

DEFINITION 2. The surjective continuous map 7: X— Y of linearly connected space X is called
a covering:

1) if for every point a € Y there exists a neighborhood V C Y for which it can be found a
homeomorphism h : 771 (V) = V x I' | with a discrete space T

2) If p: V x I' = V is a natural projection then

T|z1(v)y =poh.

The space X is called the space of covering; Y is called a base of covering.

The coverings are mostly used in geometry and analysis, and sometimes they are not given
explicitly. The problem on defining of covering in concrete situation is substantive. Coverings arose
in theory of manifolds, especially in connection with the system of equations. One of powerful
methods in this direction is a theorem on implicit functions.

The number of sheets is an important characteristics of coverings and in many questions of
analysis and geometry it arises the question on defining or estimating of the number of sheets. The
number of sheets does not depend on the point of the base of covering, if the manifold is connected
[1]. In general case this question is not easy for investigation. For one class of coverings this question
allows solution by using of compactness [1]. Consider one of theorems of such kind.

Let M and N be smooth n-dimensional closed manifolds, and the map f: M — N is regular
(with non-degenerating Jacobian) and surjective. Following theorem is true.

THEOREM 1. The map f: M — N is a covering with finite number of sheets.

The condition on closeness of manifolds is substantive in this theorem. But this theorem does
not give tools to advance any conclusions on the quantity of the number of sheets. In questions
connected with algebraic or analytic manifolds this question allows solution due to connections of
coverings with some groups of transformation of manifolds.

Coverings rather arose when the system of equations in multidimensional spaces are considered.
In the present work we shall consider coverings defined by the system of equations in n-dimensional
spaces R™. In some natural conditions we obtain bounds for the number of sheets.

2. Basic theorems on implicit functions

Following lemma is a general form of the theorem on implicit functions in normed spaces [6, 12,
13].
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LEMMA 1. Suppose we are given with normed spaces X, Y and Z. Let ® : X X Y — Z be some
differentiable map which at the points a € X, b € Y satisfies the condition ®(a, b) = 0 and the
linear operator %;C’y) (the operator of partial differentiation) is continuous and has an inverse in
some neighborhood W of the point (a, b), W = {(x, y)| ||x — a|| <71, |[y — b|| < p} C U. Then
there exists such a ball Up= {x| ||x — a|| < p<r} of the point a, and a unique map f: X — Y such
that:

1) f is continuous in the ball Up;

2) the equality b = f(a) is true;

3) for every x € Up the equality @(z, f(z)) = 0 is satisfied.

Uniqueness of the function f(z) means: if there exist a pair of functions f; and fy defined in the
balls Up; and Upy, then they are coincident in the intersection U = U, NU,,.

Let us formulate now the theorem on implicit functions in R™ for the system of equations.

LEMMA 2. Suppose the conditions of Lemma 1 are satisfied. Consider the conditions:

1) There exists a point (d, 5) = (a1, ..., p—r, b1, ..., b,) for which

f1<a17 ceey an—'r; b17 ey bT) = 07
f,«(al, ceey pp—py bl, ceey br) =0.

2) There exists a neighborhood W of the point (EL, E) in which the functions above have
continuous partial derivatives

Ofi (®1, s Tn—r, Y1, - Yr)
3yj

,i=1,...,m; 5=1,..,7 .

3) In the specified neighborhood of the point (EL, 13) the following determinant is distinct from
ZEro:

o .. on
ofzy [ ™
9y ofr ... Of
8yl 8%"

Then there exists a neighborhood Uy of the point @ = (ay, ..., a,—,) € R™ and the unique system
of continuous functions
Y1 =y1(T1, s Tnr),
Yr = yr(l'l, ey xn—r)
for which
yl(aly ) an—r) = bla
yr(ai, ..., apn—y) = by,

and in the neighborhood Uy identically satisfied the following equalities:

fl(xly ooy Tn—r, Y1 (':L'la “wmnfT) y oo Yr (mly "'71'7177‘)) 07

fr(:pla sy Ip—rs Y1 (I’l, '-',xnfr) y e Yr ('Tla ey .Tn,r)) 0.

3. Posing of the problem and basic results

Let we are given with some bounded, one-connected, closed Jordan domain ), contained
in other open domain )y given in n-dimensional space R™. Suppose that in the domain
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Qp some continuous function f(Z) = f(x1,...,2,) and continuously differentiable functions
[i (@) = fj(z1,...,2n),j = 1,...,n,7 < n be given; moreover, suppose that the Jacoby matrix
a(fla ceey fn)
(1, ..., Tn)

of this system of functions has in Qg maximal rank. Let, further,&y = (£Y,...,£%) be a point of an
image of the map f :z — (f1,..., fr), and Zo be a point in 2, such that

fi(Zo) = &1, s fr (T0) = &

If we substitute the point Zg by a variable vector Z, we get some system of equations, which due
to conditions above, defines some n-r dimensional surface in 2. We assume that this surface has
an n-r dimensional volume or area. This is possible when the intersection of the surface with the
boundary of the domain 2 has n-r dimensional Jordan measure being equal to zero. This condition
is always satisfied when the domain 2 is bounded by finite number of hyper surfaces of a view

0:UC R -V CR",

with continuously differentiable map ¢ of closed domains U and V. These hypersurfaces can intersect
each with other by parts of their boundaries.

The map f: 2 — (f1(Z),..., fr (%)) with the system of equations f1 () =0,..., f.(Z) =0
defines, in some natural conditions on the rank of Jacoby matrix, a covering in 2. In many
applications of analysis, it arises the question on the number of sheets of this covering, that is,
the number of elementary surfaces defined by this system of equations. For definiteness, suppose
that the Jacoby matrix of the given system of functions has non zero minor plased at first r columns,
everywhere in 2.

We formulate and prove two theorems on coverings defined by such system of equations.
Bounding of the number of sheets we lead to some metric relations.

THEOREM 2. Take some cube B C R™" such that the covering with this base has a discrete
space I'. Then for the number of elements of I', the following inequality is satisfied:

ds
VG
where M denotes the maximal absolute value of minors of the Jacoby matrix in B, |B| is a volume
of B, and in the right hand side a surface integral taken along the surface II, defined by the system

of given equations, stands.
THEOREM 3. In the conditions of the theorem 1 we have:

| < M|B|™!

D < MB o [0 gy e don,
0< fr<h

where integration is taken along the subset of Q | defined by inequalities indicated at the foot of

the sign of integral.

In the paper we study these questions in a necessary general form. Such a consideration lead the
problems to the basic notions which were studied by classics of mathematics in last two centuries.
In [10] it was analyzed the main points of the theory on behavior of manifolds of less dimensions
in manifolds of higher dimensions. Defining of the notion of a curve in the plane is bright example
showing how we can establish suitable properties of objects we deal with to get the necessary
freedom of actions, does not avoiding simplest generality. Introducing of quadrable curves makes
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possible to develop an acceptable notion of the integral in the domains on the plane. But this
is insufficient for establishing of the theorem of Fubini on repeated integrals in that form as in
Lebesgue’s theory [11, 15]. Here we rest to constraints brought by intersection of manifold with
boundary. The useful formulation of this theorem is possible to get only in Lebesgue theory of
integration. This is one of multiplicity of questions connected with behavior of manifolds of less
dimensions. We show how some notions of the theory must be modified to avoid such difficulties.
We establish that the generalization of a notion of "improper'"surface integral in the meaning of
the work [4] makes possible solve the problem in general.

4. Main results and proof of theorems

Consider some statements on the system of equations by means of which we shall define some
surfaces and study the number of sheets coverings, defined by this system of equations. The concrete
covering connected with this system of equations we shall consider below. At first let us establish
the following lemma, which has an independent interest (firstly this result with brief proof was
given in |2, 3|; particular case was considered in |9, p. 319]).

LeEMMA 3. Let we are given with some bounded, one-connected, closed Jordan domain €,
contained in other open domain )y given in n-dimensional space R™. Suppose that in the domain
Qo some continuous function f () = f(x1,...,x,) and continuously differentiable functions

f] (f) = fj($1>"'7xn)>j = 1,...,TL,T‘ <n
be given; moreover, suppose that the Jacoby matrix

a(flv ceey fn)
6(951,...,95”)

of this system of functions has in Qg maximal rank. Let, further,&y = (£7,...,£%) be a point of an
image of the map f :z — (f1,..., fr), and Zo be a point in 2, such that

fi (@) = & s fr (T0) = &
Then in some neighborhood of the point & we have the equality

o’ I L ds
95 g " = g OV

where Q(¢) is a subdomain in €, defined by the system of inequalities f;(Z) < &;, and M (&) is a
surface defined by the system of equations, G is a Gram determinant of gradients of the functions
f; (@), that is, G = (V£ V ;).

Befor starting the proof of Lemma 3, let us make some important remarks.

REMARK 1. As it was observed in [4] the surface integral arisen above is taken in some
"improper"meaning which is distinct form ordinary improper integral, if we consider surface integral
as a multidimensional integral after of substitution of the surface element ds by its expression given
below. In the last case we would take the integral through the projection of the surface, considering
that as n — r-dimensional domain. In this case defining of improper integral in ordinary manner
demands that the boundary, that is the projection of an intersection of the surface with boundary,
has zero Jordan measure. But, in general, this condition may not be satisfied. Below we overcome
this difficulty considering the initial integral over €2 in improper meaning. Taking arbitrary positive
small e, we omit the open covering of the boundary of the domain €2 constructed as a union of cubes,
with total measure less than . Since the remained closed domain is bounded by hyperplanes, then
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in the conditions of Lemma 1 the surface integral can be defined in ordinary meaning. Improper
surface integral we define as a limit (which is existing, as it will be shown below) of the surface
integral, as € — 0. So, we avoid the necessity to consider an intersection of the surface with the
boundary of the domain. It is not difficult to show that the improper surface integrals in two
different meanings are coincident when an intersection of the boundary has zero n — r-dimensional
Jordan measure.

In Lebesgue theory of an integral, there best known Fubini’s theorem which relatively easily
reduces a multiple integral to repeated integrals. But in the Riemann’s integral case, it required
to establish an existence of integrals of less multiplicity for every fixed values of some variables.
This difficulty, in many cases, is overcome by imposing additional conditions on boundary, besides
Jordan measurability. In the light of the said above, from the consequence of Lemma 1 it follows
that taking the intersection of the domain by n —r -dimensional plane we see that Fubini’s theorem
for the Riemann’s integral is as so powerful, as in the Lebesgue’s integral case. Partial integrals of
less dimension in this case must be taken in improper meaning.

REMARK 2. When differentiating of the integral, passing to the limit performed from the interior
of the domain Q(£), which lead to left-hand (or write-hand) partial derivatives. The ordinary
derivative and left-hand derivative (if are existing) are coincident everywhere, with exception
for enumerable set of points, due to general property of derivative (theorem 11.43, of [11]). In
applications, absence an ordinary partial derivative at a subset of zero Jordan measure does not
affect main results.

Proof of the lemma 3. Consider a graph I' of the function @ = f(z), 2 € Q (here
f=(f1,..., fr), that is, the set of all such pairs ( Z, ). From the closeness of  and continuousness
of the given functions it follows that the graph I' is closed, and, therefore, is compact. Really, if
(( Tk, uk))k>1 is some sequence from I', then due to boundedness and compactness of (2, it follows
that all of limit points of the sequence (( Zj)) belong to the set Q. Let Z be a limit point of this
sequence corresponding some converging subsequence of the sequence (( Zx)). From continuousness
of given functions it follows that for every limit point @ of the sequence (ak = f( :f:k)) (specifically
for the limit point of taken subsequence also) the point (Z, u) belongs to the graph of considered
map, that is, the graph is closed.

Suppose that the point (Z,u) be any point of the graph. Consider the system of equations
f (Z) — @ = 0. Explicitly, this system can be written as follows:

fi(Z1,Z2) —uw =0,

fr (Z1,%2) —u, = 0.

Let the minor of the Jacoby matrix constructed of first r columns be distinct from zero
at a point (i?,jg). By the theorem on implicit functions [46, p. 309], there exist open cubic
neighborhoods (interiors of closed cubes) U of the point @ , X of the point 20 and W of the
point 79 such that in the parallelepiped X x W x U the graph of the function consists of triples
of a view (Z1 = ¢ (T2, u), T2, u); moreover the function z; = @ (T2, u) (being a diffeomorphism
(Z1,Z2) <> (u,T2)) is unique, that is, the system is solvable in regard to z; by a unique way. This
function is also continuous with respect to pair of variable vectors. In regard to the said above,
the graph I' is a closed set. From the compactness it follows an existence of a finite number of
parallelepipeds P, ..., Py, such that their union covers I'. Note that the union of their projections
into the cube X x W covers 2. Applying the known arguments, we may construct, using these
neighborhoods, a sequence of such closed Jordan sets Vi,...,V,, which intersect each with any
other, possible by pieces of their boundaries, and the union of them overlaps the graph I'. Moreover,
in each of these sets the considered system of equations has a unique solution given by equality of
the type Z1 = ¢; (T2, u) (thus we do not assume that one of these solutions is a continuation of
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the solution found in other set); here (Z,,Z2) € R" is some transposition of the components of the
vector (z1,..., &), because in various parallelepipeds minors of Jacoby matrix being distinct from
zero are taken with respect different set of variables.

Consider one of such closed sets, denoting it as V. V is a Jordan subset in some product
P, = X;xW;xU;. Let A be a projection of V into coordinate space (ZT1,T2), that is, a projection
into X;xW;. In consent with the said above, for every fixed Zo = (241, ..., 2n) € W; the unique
solution of the system of equations f;(Z) —u; = 0 ( here we denote ¢ (71) = ¢(Z1;72) = f (T1, ZT2)
for fixed T3) will be an inverse function 1 = ¢~ 1(u) = ¢~ H(u;22), 22 € Wi,u € Uy, j = 1,...,1
such that

fT_l (ﬂ) = ((b_l (’a;i'?) 7f2) ) f: (f17' R fT) .

From the said above it follows that the closed sets Q(€) and I(§) = [mq,&1] x -+ - x [my, &] (here
m; denotes a minimal value of the function f;(Z)) are Jordan sets. Replacing in reasoning above the
domain Q by Q(£), we obtain a finite family of products of a view Xy x Wy x Up, containing subsets
P;, the union of which covers the product Q(£) x I(£). Let us perform the change of variables in
the integral

JO(&) = fd'fa

/)(0><WOI'IQ(£)
by using formulae:
uy = S TG = 1
u; = xj, if j > r
(obviously, by the said above, this a bijective map, for each fixed Z3). Jacobian of this exchange is
equal to |J| ™1, where |J| is a determinant of corresponding minor. Really,

9@y, -, Tn) _ Our,nun) \ 7
deta(ul,...,un) - <d€t8(x1,...,xn) =171

So,

0 (¢ =/ ) [l daday - - day,
(1(&)NUo ) xWo, (¢~ (w52),22)€2(§)

and for the representation of this integral as a repeated integral of a view

51 &r
/ dul/ dur/ i f|J|_1dl’T+1"'dmn (1)
X1 r Wo, (¢~ (w;32),22)€2(E)

it suffices existence of the inner integral

/ ~ f“]|_1dmr+1"'d$na
Wo, (¢~ (@;2),T2)€02(E)

for every u € Up. Proof of an existance of this integral, in some improper meaning, will be made
below.

In the explicit form the function under the inner integral along Wy can be found by substituting
the variable Z; in the function f|.J|™' by its values found from the system: z; = ¢~ !(a) =
= ¢~ (u;T2), T2 € Wy. Now we note that lower bounds of variation of the variable & has a view
Xi = Xi(u1,...,ui—1), for ¢ > 1. Differentiating with respect to upper variables &;, we obtain:

, 8 ~1
= A Aac J| dzyyr - dag,
J0 &1 - (g) Wo, (¢ (§22).32)€02(€) T dorn !
¢~1(€) =
z) = &. From

when the integral in the right hand side is continuous with respect to &. Thus, Z; =
= ¢ (& 3),79 € Wy, and it means that the variable z lies on the surfac f(
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uniqueness of the solution it follows that the number of these parts (surface integrals) does not
exceed the number of neighborhoods of the form Xg x Wy x Uy. Let us transform the integral jo
into the surface integral. From the told above it follows that at fixed &, ..., &, for every solution
Z = (21,... ,2,) of the system, defining the surface M (), the variables 1, ..., 2, are defined by
equalities

r1 = @1 (Tpy1, .. Tn),

Ty = Qp (Tpa1y. .oy Tn),
in Wy, for some smooth functions ¢1, ..., ¢,. Consider the surface defined by the map ¢, given as
P1 ($r+17 cee 7$n)
_ . ©r (xr+1>"'>$n)
P(Tpg1y.enyTpy) =
Tr+1
L,

The image of the indicated neighborhood of the point (a:%+1 ...x}) in such mapping will be just

a part My of the surface M (), the projection of which a part of Wy serves. Then, in accordance
with [13, pp. 292, 327, denoting by D; minors of an order n — r of the matrix

Op1  Op2 . Opr ..
OUry1  OUrg1 OUur41 L0 0
91 9pz ... Oder g 1 ...
Ourt2 Oupy2 Oury2
. - . b
9p1  Op2 . Opr .
Oun Oun, Oun, 00 1

the(n—r) -dimensional volume of an element of the surface (or “surface element”) can be represented

as
ds = \/D? 4 - + D2z, iy -+ dwy,l = ( jf)

It is easy to observe that this matrix has a block-view: (®|7), and here the matrix ® is a transposed
Jacoby matrix of the system of functions 1, ..., ., and I is a unite matrix of the order n —r. It is
clear that ® = —J~!F, where F is a Jacoby matrix of the system of functions f;(Z), with respect
to variables x,41,..., %y, and by J, sometimes, one denotes a matrix of the considered minor, also.
So, we have the equality (—®|I) = J~! (F|J). Therefore, using the symbol ¢ on the top from the
left over the matrix to indicate a transposition, we obtain

(—®|I) <_;(I)) =J! (?;) g

Then the surface element can be represented in the view

ds = \/det <(—<I>!I) <_;(I)>>da:,.+1 dry, =
= \detJ|1\/det <(F]J) (i?))dxrﬂ odxy, =

=VG|J| Yy . .. da,.
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By this reason, we have o
Jo = 351...35TJ0 (€) =

/ fds

Wo, (61 (€,22),32)€0(€) Mo VG’
where at the end of the chain of equalities a surface integral stands. We have proved this relation
on Mjy. It does not depend on the minor which at the beginning of reasoning was accepted to be
distinct from zero. So, these conclusions hold true for all products of a view Xg x Wy x Uy, which
cover the product () x I(£). Summing now over all such products, preferably representing the
sums as a sum of surface integrals taken along the parts of the surface does not having intersections
by their inners, we find a needed result.

We have got the relation (2) in condition on continuousness of the function, indicated above,
with respect to £&. To complete the proof of the theorem we must make spent above calculations
without assumption on continuousness of the inner integral in (1).

By the conditions of the theorem, the theorem on implicit functions delivers the solution of
considered system in some wider domain, than the €. First of all, consider the expression (1) in the
case r = 1, noting that the general case can be settled by an analogy. Let us denote

3
9(6) = / du / A N da, 3)
X Wo,(¢~ 1 (w;Z2),22)EQ(E)

considering the case r = 1. We cannot, generally, state that the function under the integral is
continuous with respect to wu.

It is clear that the function g(£) defined by the formula (3) is a function of bounded variation.
Then, by the consequence 2 of Theorem 6, [11, p. 206, this function has at most enumerable number
of points of discontinuity, moreover at every point £ of discontinuity both limits below are exist

g(E+0)= IE?log( r), g(§—0)= zE?log( ).

— FIT| dapyy - - day =

(2)

In other hand, this function is differentiable, and therefore is continuous at every point & at which
the function under the integral in (3), that is, the function

p(u) = / J1T1 g - e,
Wo, (¢~ (u;@2),T2)€R2(E)

is continuous at the point u = £; here the minor |J| coincides with the modulus of partial derivative
of the function f; with respect to, say z1. Therefore, we need to investigate the function p (u) under
the integral, without any assumptions on continuity. Note that the special case of the integral g (&),
when the boundary is constructed of algebraic surfaces of a special form, the question is studied in
[5]. In general case, we establish below the same result with the natural condition that derivative
must be taken left- or right- hand meaning.

We had dissected the initial domain, using the theorem on implicit functions, into domains in
every of which performed change of variables is one to one. This change of variables makes possible
to introduce in a new system of coordinates: correspondence (x1, xa,..., =) < (u, Ta,...,2y)
is one to one. Moreover, the image of this map is a Jordan domain also. Do not destroying the
generality, we assume that in whole domains € and €y performed change is bijective. So, we can
instead of covering for the boundary of the domain €2 in coordinates (z1, x2,...,x,) take a covering
in coordinates (u, xa,...,%,). The last is more suitable, because in this case the ribs of covering
is parallel to the coordinate axes.

There are close relations between these two coverings. Let us estimate variation of the function
u = f(x1,22,...,2,) when the variables z3,...,x, are fixed. Take the values of this function in
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two neighbor points 2} and z/. By the theorem on mean values, there exists a point 6,z > 6 > af,
such that we may write

of
|ur — ug| = a—xl(ﬁ,xg,...,:rn) (:c'll — x'z) < K!x'{ —:):’2‘,

where

K = max |0f/0z1(z)].
z€Q

This relation shows that every cube of a given covering (in the first system of coordinates) is possible
recover by no more than 2 K]+ 1 cubes in new coordinates. Then every covering of the domain 2
with total measure < ¢ is possible substitute by covering in coordinates (u, xo,...,x,), with total
measure < (2[K] 4 1)e. So, we assume that the covering is given in coordinates (u, x2,..., %),
with total measure < e.

Let L(e), for every positive €, denote the union of cubes containing the boundary of (f) , with
total measure not exceeding . Consider the set of all vertex points of the cubes of this covering.
Taking the set of all i-th coordinates of these vertices denote it as A;,7 = 1, ..., n. Taking hyperplains
parallel to coordinate axes, containing the points from the sets A;, we get a dissection of the domain
Q) by parallelepipeds among which the cubes of covering are taking part. Since

Jo(€) = / Fdi = lim fdz.
XoxWong2(¢) e=0 XoxWon§2(§)\L(e)

then

d / e e n—11e e
— f(Z)dz = lim A™" lim f(z)dz
& Jaye) (e =T A A< 1 (2)<E.22€E)\ L) @

Below we show for every u, that the integral p(u) has left-hand (or right-hand) derivative. An
existence of that integral follows from the reasoning above, in improper meaning, passing to the

limit in (3), after of substituting there the domain of integration Q(¢) by the domain Q(§) \ L(e).
From the said above, we obtain a following representation for the integral

p(u):/ ) fII|  dap gy - day,
Wo,(¢7 1 (us2),22) €Q(E)
p(u) =lim Aq (u,e),
e—0

where

Ar(u,e) = / A e da,
Wo, (¢~ (w;Z2),22)€Q(E)\L(e)

is an integral taken in the domain Q (£) \L (). Let’s examine the integral
3
d(\e) =11 Aq (u,e) du. (4)
=X
Then, considered above derivative is possible represent as a repeated limit

lim lim ® (A, ¢) ,

A—0e—=0

which in consent with the said above, coincides with left-hand derivative of g (), that is with

g (£-0).

Making the change of variable £ — u = At, we may write

1
B\ e) :/O Ay (€=M, &) dt =
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1
:/ (/ i f|J|_1d:z:2--~d:nn) dt.
0 A@)=¢-xt, 2(£)\L(e)

Considering inner integral in Lebesgue sense, one can represent it as a difference of two integrals
with non-negative functions under integration, as below:

/ i fIJ| ey - - - day, =
A@)=E-2.9(€)\L(e)

/ ) f|J\_1dx2---dafn—
1(2)=¢-At,2(€)\L(e), >0

—/ ) (= )T dws - - - day

Fi(@)=¢-2t2(€)\L(e), £<0

Both integrals are monotone and bounded with respect to e — 0. Therefore, ® (A, ) tends to some
limit function ® (\) as € — 0. The integrals in the right hand side of the last equality have the same
view and can be investigated by similar way. Take some sequence of positive numbers €1 > €9 >, ...,
tending to 0, such that L(ey41) C L(em), for m > 1. Let us consider the sequence of functions:

sm(N) (@) = fII]7", ifz € Q(§) \L(em) A f1 (Z) = £ — At,

sm(A) () = 0, otherwise. This sequence is monotonic and positive which satisfies the conditions of
the theorem 10.82 of the book [11]. Then we have

lim s,,(A) = ®T(N).

m—0
The analogical relation is valid for the function ®~ (), got by substituting in the above integral the
condition f > 0 by the condition —f > 0. Therefore, the sum ®*(\) + ®~(\) = ® (\) is existing.
But this sum is equal to

/ f1J) " ey - - - day,
J1(@)=6—At,£2(¢)

in improper meaning.

Prove that the convergence ®(\, &) — ®(\) is uniform with respect to A. In consent with above,
in the domain Q(§) \ L(e) the equation fi(Z) = w has a solution ¢(u,z2,...,x,) continuously
depending on w in every parallelepiped, constructed above by hyperplanes, having non-empty
intersection with hyperplane u = wug. Take arbitrarily small n > 0. For taken u = £ — t\ there
is a number § > 0 such that

[(u, z2, ..., zn) — Y(ug, T2, ..., Tpn)| <N,

when |u — ug| < 4.
Recalling the definition of the function ®*(\) let us estimate the difference | (A\)—®T(\g)| <
when |A) — A\g)| < §. Note that from the boundedness of the domain € it follows that the integrals

/ dxy - -dx,

f1(@)=6—At,02(¢)

are bounded by some positive constant D > 0, for all ¢ and A. The function under the integral is
continuous in the closed domain §2. Then it is uniform continuous. Therefore, for given positive x
there exists 1 such that

[ e day [ 10 ey do| < D

fi=u fi=uo
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when |¢(u, z2, ..., ) — Y (ug, T2, ..., )| < 1. Changing ug we see that the system of intervals of a
view |u—wup| < d covers the all segment [m, M] of variation of the variable u. From the compactness
of this segment it follows existence of a finite number of values of ug for which the union of these
neighborhoods covers the segment [m, M]. So, from notes above it follows that the convergence
®(A\,e) — ®()) is uniform with respect to A, because £ —u = At <. Since the function ®(\,¢) is
continuous at € = 0 (because the value of the function is defined above as an existing limit), then,
by the notes on the page 86 of the book [6], from these conclusions one decides that

lim lim ®(\, €) = lim lim ®(\,¢).
A—0e—0 e—02A—0
So, we have showed that the left-hand derivative ¢’ (€ — 0) exists and has a representation (in
improper meaning, said about above):

g (£-0) =/ f]J|_1dac2~-dxn.
fi@=¢, 26

By an analogy, considering the limit

E+A
d(Ne)=1"1 Ay (u,€) du,
3

we prove an existence of the right hand side derivative ¢’ (£ + 0).

It is known ([14]) that the set of points £ at which ¢’ (£ —0) # ¢’ (£ + 0) is finite or at most
enumerable, we see that in the formulation of the lemma it is sufficient consider the left-hand
derivative. In applications the set of points at which ¢’ (£ —0) # ¢’ (£ + 0) is not substantive. At
such points, for definiteness we can accept the value of the derivative to be equal to ¢’ (£ — 0) or
g (£ +0), or more symmetrically, to w. The proof of Lemma 3 in the case of r = 1 is
finished. The general case can be considered by an analogy. Lemma 3 is proved.

NOTE. The lemma, 1 remains true, if the point £ is a point of the boundary.

CONSEQUENCE.Let conditions of Lemma 3 be satisfied. Then we have

[ r@= [ M . m oy [ )%

where m; and Mj, correspondingly, denote minimal and maximal values of f;(z),j = 1,...,r,
M = M (u) denotes a surface in 2 defined by the system of equations f; = uj, j =1,...,r, and G
is a Gram’s determinant of gradients of functions defining M.

The statement of this consequence easily follows from Lemma 1 by integration, and it required
to notice that at some values of @ the surface M = M (@) can degenerate into empty set. Obviously,
that the statement of Lemma 1 is possible extend to the case of non-isolated point & belonging to
the boundary. This consequence has many applications (|2, 3]). In [5, p.278], is given a generalization
of the consequence of Lemma 1, named as co-area formula.

Now we can now prove Theorems 2-3. We assume that all of conditions imposed in the section
3 (that is the conditions of Lemma 3) are satisfied.

Proof of Theorem 2. Take any inner point Zo € (2, and suppose that the image of this point
by the map f : & — (f1,..., fr) is an inner point also. Then Lemma 1 on implicit functions is
applicable. We find such an open ball S(Zg,r) with the center at the point Zp and radius r > 0,
contained in g in which a given system of equations has, in imposed conditions, a solution
71 = ¢(Z2), (T1,%2) € S(To,r), "defined"in the ball S(Zo,r). Take a continuation of this solution
along continuous curves lying in the interior of the domain Qy. We get unique solution z1 = ¢(Z2)
of the given system with the conditions: 1) the point (Z1,Z2) is inner point of the domain Qg; 2)
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the point Ty belongs to the graph of the solution, that is zo = (Z1,Z2) and f(Zo) = 0. If there is a
solution of the given system does not satisfying above two conditions then we, repeating reasoning
spent above, can define uniquely another solution with two conditions, lying in the interior of the
domain 2y. And so on. From the compactness of tha domain € it follows finiteness of the number
of such solutions. In the conditions of Theorem 2 consider covering defined by given system of
equations with the base B. If 5:% = ¢Y(Z2), .-y i:{v = (pN(fg) are all solutions a domain of definition
of which contained the cube B, then some of solutions Z; = ¢(Z3) of the system can not be defined
in B.
Applying Lemma 3, with f = 1 we obtain:

o o / ds
_— z)dx = —,
&1 -+ 08r Joo) 1) M) VG

where ©(0) is a subdomain in €2, defined by the system of inequalities f;(Z) < 0, and M(0) is a
surface defined by the system of equations f;(Z) = 0, G is a Gram determinant of gradients of the
functions f; (z), that is, G = |(V f;, Vf;)|. Take the subdomain of € the projection of which into
the space R" " is B. Then we have

/ s o n [ 2 Byt
M) VG B ||

Statemant of Teorem 1 follows from here, if we note that |I'| = N.
Proof of Theorem 3. Integral standing in the right part of the relation of Theorem 2 is possible
represent as a limit

. 1
;lfi%hr/0<f1<h driy - drn.

0< fr<h
The proof of Theorem 3 is finished.
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